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Abstract

Although there is abundant literature suggesting course evaluations are invalid or problematic, there is little that describes how to resolve the issues. The current study presents the findings on the development of a student evaluation instrument. Consisting of instructors from six distinct disciplines, the instrument was developed utilizing research on the components of effective teaching and how these components impacted student learning. 340 students, across 26 classes and nine disciplines completed the survey. Factor Analysis resulted in one latent factor accounting for 56% of variance. The instrument also had high internal consistency reliability (Cronbach’s  = .93). Comparisons of individual student factors revealed only a few variables significantly predicted ratings, but explained a very small amount of variance. Preliminary data suggest an instrument has been created that assesses components of effective teaching, via the impact on student learning, and the ratings obtained are not highly influenced by individual factors.

Developing a statistically valid AND practically useful student evaluation instrument: Preliminary findings


Since the inception of student evaluation instruments in the 1960s (Cahn, 1986), there have been concerns about the reliability, validity, and appropriateness of this tool in assessing the quality of courses and professors. While detailing the controversy surrounding the issues in using student evaluations is beyond the scope of this paper, a few issues are worth noting. Questions of reliability currently appear to be resolved; student evaluations appear to be reliable both between ratings made by different students for the same course and for ratings made by the same student over time (Huemer, 2005; Marsh & Roche, 1997; McKeachie & Hofer, 2001). Additionally, student evaluations appear to be somewhat valid, especially when compared to other indices of teaching effectiveness (McKeachie, 1997). However, it is difficult to truly assess validity because there are issues with almost all types of evaluation methods and no single measure can encompass effective teaching. There are also a number of assumed biases with student evaluations that can affect ratings even though they are not directly related to course or teaching quality; these include: grade leniency and effects of course difficulty (Huemer, 2005; Trout, 2000), level of showpersonship or the “Dr. Fox Effect” (Marsh & Roche, 1997; Ware & Williams, 1975), and differences between departments such that more science oriented disciplines receive lower ratings (Cashin, 1990). 

Few researchers have provided suggestions for how to improve student evaluations, even though many agree that they can be an integral part of the evaluation of an instructor’s performance (Marsh & Roche, 1997; McKeachie, 1997, McKeachie & Hofer, 2001). In 2003, a “teaching effectiveness task force” was created at a small-medium sized university in Florida to address the issues being faced with student evaluations, including the validity of the instrument, the appropriateness of the items, and the proper use of the ratings in the instructor’s overall evaluation process. Although the student evaluation instrument was partially revised, the committee’s work was left unfinished when it was dismantled. 

In 2005, however, the committee was reestablished. One of the main charges of the committee was to prepare for the possibility of implementing a move to an on-line evaluation system. It became clear that before the instrument could be moved on-line substantial revisions were necessary. The instrument that was in use was made up of evaluative and subjective statements (e.g., the professor’s high level of enthusiasm), was biased towards certain disciplines, and even appeared to leave certain applied, or more creative-oriented, disciplines in the “university’s blind spot.” As a result, the committee, made up of six members from six distinct disciplines (Art, Biology, Communications, Psychology, Sociology, and Theatre), began the process of trying to create what would ultimately be a statistically valid, but also practically meaningful, student evaluation instrument.
Developing Instrument Items

The creation of the instrument began with lengthy discussions of what qualities were essential to be an “effective teacher” across all disciplines. These multidisciplinary considerations were based on experience and grounded in supporting research and literature. This proved to be a difficult task because there is no clear definition of what exactly effective teaching is; even though Gibbs (1995) argued generating this definition is an essential first step in evaluating the quality. The inherent difficulty in defining effective teaching is obvious; effective teaching is a complex, dynamic issue that varies by subject matter and even personality (i.e., what works for one teacher may not work well for another). Furthering the difficulty is the belief that great teachers are “born, not made” (McKeachie and Hofer, 2001, p. 7) and good teaching does not come with “technique” (Palmer cited in Baiocco and DeWaters, 1998). Whether great teaching ability is innate or not (Bain, 2004), in order to benefit from classroom evaluations there must be a belief that educators can at least learn to be good and effective teachers and this learning can come from objective feedback. 

As a result of the multitude of issues, a clear definition of teaching effectiveness continues to elude educators (as evidence by the continued emergence of teaching metaphors relating excellence to “The Wizard of Oz” and Machiavelli’s “The Prince” (Teverow, 2006)). For purposes of this study, a working definition was developed to include that an effective teacher: 1) creates an active learning environment to engage students (Angelo, 1993), 2) makes an attempt to identify students’ prior knowledge about a topic and goals for a course (Perry, 1970), 3) attempts to make course content meaningful to the “real-world”, 4) attempts to develop deep levels of understanding and help students reflect on that understanding (i.e., critical thinking) (Halpern, 1999), 5) should remain excited about the material they are teaching and 6) committed to personal growth within the discipline (Lowman, 1995). At its pinnacle a teacher must serve as the ultimate model of learning. While there may be other components that need to be added, this working definition was used as a building block to identify core qualities of the effective teacher. Once the core components of effective teaching were established, instrument items were generated.

Along with the set of new assessment items, a new rating scale was created. This scale was adapted from a model used at the University of California-Berkley in assessing “student learning gains” (UC Regents, 2000). Rather than asking if students agreed or disagreed with a statement (on a five point scale ranging from strongly disagree to strongly agree), students are now being asked whether or not a certain component helped their learning (on a five point scale ranging from “did not help my learning” to “helped my learning a great deal”). This is a dramatic shift in the student evaluation instrument as we move from a focus on emotive responses regarding instructional methods to a focus on how what the instructor does helps learning (i.e., a student might not agree with the presentation style an instructor used, but he or she still can learn a lot in that environment). Even though the questions chosen were intended to be essential for all disciplines, there needed to be a way for students to provide a “not applicable” response (Shuman & Presser, 1979). This “null” response was essential for components of a course that were deemed essential across many disciplines, but not all (e.g., most courses have exams, and these exams should be important learning tools, but not all courses have exams). 

The wording of the instrument items was evaluated to ensure non-sexiest, non-evaluative, or subjective language. There were no questions that assumed any quality or component to be present in the classroom, rather additional items were added asking the students to provide information about the level of certain components. In other words, students were asked what level of enthusiasm the instructor seemed to exhibit and then were asked how the level of enthusiasm impacted learning. The level/learning distinction was the result of continued debate over whether or not the student evaluation instrument should assess the methods used in teaching or the outcomes of those methods (i.e., impact on learning). While impacting student learning in some way is the goal for all teachers, there are important techniques that can be used to maximize the possibility of learning, addressed in our working definition.  Most instruments assess either method or outcome. We have seen few instruments that actually address both, as in this new instrument. Additionally, comment boxes were included immediately following many of the items for students to provide specific narrative feedback in addition to the more board narratives typically provided at the end of an evaluation survey. 

Focus Group Assessment

Once the instrument was developed, a student focus group was conducted to get essential feedback on how each item was being interpreted and how the overall scale was viewed. This was believed to be a crucial step in assuring the validity of the instrument before it was piloted in the university. Twenty students of various college status and disciplines were chosen to participate in the focus group.  The students were informed that they were evaluating a new “classroom survey” and should read each item closely. In order to get useful data and provide a focus while completing the instrument, students were asked to evaluate “the first professor that came to mind.” In hopes of obtaining the most honest results, all surveys were completed anonymously and the student did not identify the professor chosen.

Upon completion, students were asked open-ended questions about each question and the survey as a whole. The student responses were overwhelming positive. Students really liked how the survey now focused on learning (“I could loathe the professor but still learn a lot”). They also liked having comment boxes after items to provided specific feedback. Students also provided information about issues with ordering (related to whether an item belonged in the course or professor section), wording, and interpretation of items (what exactly did “pushed” or “challenged” mean to the student). The responses were also found to have high internal consistency reliability, Cronbach’s ( = .94, suggesting the pattern of results were similar for all students and the items were rating a similar latent quality. After all the focus group feedback was reviewed, the scale was revised and prepared for the pilot study.

Method

Participants
Twelve professors teaching 26 courses across nine disciplines were used in this pilot study. Five of the professors participating in the pilot were part of the committee that created the survey, while the remaining seven came from a group of professors that were asked to volunteer to participate. A total of 423 students anonymously completed the survey; however, because of missing data only 340 students (98 males, 242 females) were included in the analyses. Forty-three (12.6%) of the students were Freshmen, 83 (24.4%) were Sophomores, 101 (29.7%) were Juniors, 109 (32.1%) were Seniors, and 4 (1.2%) were either Graduate Students/Other or did not report the year in college. 247 (72.6%) of the students were Caucasian/White. 197 (57.9%) of the students were either majoring or minoring in the course they were rating and 203 (59.7%) were required to take the course they were rating. 

Procedure

Three weeks prior to the end of the semester, all university instructors agreeing to participate in the pilot study received packets containing copies of the instrument, now called the “classroom survey,” and specific instructions for both the instructor and students. Instructors were asked to have the survey completed at the beginning of the class session and to allow approximately 20 minutes for completion. Prior to beginning the survey, students were informed that they were part of a pilot study and were using a newly developed instrument. As a result, the students were provided an overview of the new rating scale and were informed that they were to rate the impact of learning rather than how much they agreed with a statement. As with any course evaluation, a brief set of instructions were read to the student and the instructor left the room while students completed the survey. A student was asked to collect the completed surveys in a packet and, when all surveys were collected, return the sealed packet to the Dean’s office. 

The Instrument

The “classroom survey” was split into three sections: one section pertaining to the course, the professor, and the student. Five components were assessed in the course section, including: structure, pace, assignments, discussions, and exams. Seven components were assessed in the professor section, including: presentation quality, enthusiasm, stimulating interest, interaction with student, feedback provided, challenging students, and use of course readings. All questions that assessed an impact on learning were rated on a five-point scale where 1= “Did not help my learning,” 3= “Helped my learning adequately,” and 5 = “Helped my learning a great deal.” In each section there were also some questions related to the level of certain qualities, including: pace, discussion, enthusiasm, stimulation, feedback, and challenge. 17 items were assessed in the student section, including: gender, status, major/minor (answered yes/no) in department of course rating, prior courses in department, hours per week spent on class, % of classes fully prepared for, and believed grade in the course (A, AB, B, BC, C, CD, D, F). 
Results

Scale Construction
Factor Analysis was conducted to determine the underlying latent structure of all the items that assessed impacts on learning. Items related to “levels” of certain components were not analyzed because they are simply meant to be qualitative information for the professor. Principal axis factoring was conducted using a varimax rotation. Any factor with an eigenvalue over one was retained. In order to be included as part of the factor, items had to load .5 or higher (we used .5 as a very conservative value to ensure the items truly did relate to the latent factor). The resulting factor structure produced only one factor, labeled “teaching effectiveness.” Because there was only one factor there was no need for rotation. This factor accounted for 56.64% of variance. All the items loaded positively. (See Table 1) Only one item did not meet the criteria for inclusion in the factor, with a loading of .456, and was removed from further analysis. The level of internal consistency reliability was high, Cronbach’s (((.9335. This is similar to the value obtained in the pilot study and could not be improved by deleting any of the items. 

Individual Factors

After the factor analysis, all items were summed to create a “teaching effectiveness score.” In order to assess the effect of individual factors (Mauer, Beasley,  Long-Dilworth, Hall, Kropp, Rouse-Arnett, & Taulbee, 2006) a multiple regression was conducted. Of the possible 17 individual factors, six were significant predictors of teaching effectiveness, these factors included whether or not the student knew more than before the course started, skills had improved because of the course, sought the professors assistance, percent of time the student was fully prepared for class, percent of time the student actively participated in discussion, and the believed grade. (, p, and sr2 values are presented in Table 2) Of these items “skills in the area have improved as a result of the course” (answered yes/no) accounted for the most variance, 4.3%, while “percent of time fully prepared for class” accounted for only 2.6% and “believed grade” only accounted for 2.3%.

Discussion


The goal of this pilot study was to design a new student evaluation instrument that would be statistical sound, but also have some practical utility for instructors. The development of the new survey was based in research and focus group feedback. All items were deemed essential to effective teaching (as defined by our working definition) across all disciplines. Factor analysis revealed this survey is measuring only one latent factor, which we have termed “teaching effectiveness.” While it is impossible to truly assess teaching effectiveness with just one instrument or assessment, this survey appears to have some levels of reliability and validity. The structure of the survey holds together well, as evidenced by the high Cronbach’s . Additionally, high levels of internal consistency reliability have been obtained at two separate time points. While measures of convergent validity cannot yet be obtained, feedback from the focus group assessment coupled with the statistical analyses suggest this scale seems to have a high level of face and construct validity. While each item can be assessed individually, the loadings of the latent factor are all very high, supporting the idea that there can be a global assessment of teaching effectiveness that is comprised of multidimensional, lower order, components (d’Apollonoa & Abrami, 1997).

McKeachie and Hofer (2001) noted “teaching effectiveness depends not just on what the teacher does, but rather on what the student does” (p.6). Ultimately, what the student does is think and learn. If teaching effectiveness is about what the student does, and what the student does is learn, then this new survey has redirected the focus of the evaluation to something only students can assess, the impact on their learning. This new focus means that students are now a more reliable source of information. The focus on learning also appears to reduce the influence of many individual factors and other biases, such as showpersonship. The individual factors that were predictive of the aggregate teaching effectiveness score are all variables where intuitively one would expect to see a relationship. If students feel they know more at the end of a course than before, their skills have improved in the course area, they come to class fully prepared, and they spend a lot of time actively participating in discussions then we would expect there to be a relationship to learning. We would also expect a relationship to grade with this new survey; the higher the grade the more learning has probably taken place. Even though six items are predictors of teaching effectiveness, it is important to note that the most variance that can be explained is 4.3% of the teaching effectiveness score. More importantly, grade only predicted 2.3% of the teaching effectiveness score. This suggests that the students’ ratings were largely not driven by the grade they believed they were going to receive in the course, which could reduce the need to “dumb-down” a course 

(Huemer, 2005) or artificially inflate grades to get high ratings. Future studies will be able to address multiple forms of validity more in-depth, but these initial regression analyses provide some support for discriminate validity, in that the ratings appear to be fairly uninfluenced by factors that are otherwise unrelated to effective teaching. 

When the faculty who participated in this pilot were asked to provide feedback about the new survey the response was extremely positive. They believed the focus on learning finally provided true formative feedback for how and where to consider improvements. With this new survey an instructor can have a better understanding of what is helping the students learn and what is not. Additionally, an instructor can evaluate the dynamic between the level of a component and its impact on learning (e.g., course pace is fast and it is not helping learning) and the relationship between multiple components and even between components and student information. Additionally, faculty participants believed this survey would be much more useful in a summative format as an instructor progresses through the tenure and promotion process. Even though this new survey appears to be valid and meaningful, as McKeachie warns (1997), it should not be used as the only assessment of teaching effectiveness. Future studies need to address how well this survey compares to other forms of teaching effectiveness, such as peer-and self-evaluations, and how it can best be used as part of the overall instructor evaluation.
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Table 1

Factor Loadings of Survey Items Related to the Impact on Learning
Question section (Course or Professor),

Question number, and Question focus



Loading

	Course #1- Structure
	.801

	Course #2b- Pace
	.677

	Course #3- Assignment/projects
	.692

	Course #4- Class discussion
	.696

	Course #5- Exams
	.660

	Professor #1- Presentations/explanation
	.779

	Professor #2b- Enthusiasm
	.794

	Professor #3b- Stimulate interest
	.822

	Professor #4- Interactions
	.782

	Professor #5b- Feedback/comments
	.751

	Professor #6b- Challenge
	.803

	Professor #7- Use of Readings
	Removed


 Table 2

 p, sr2 (effect size) values for multiple regression (Covariates: Gender, Status, Ethnicity, Major/Minor in department for course rated, course required, know more than before the course, skills have improved, awareness of subject has increased, # of prior courses in department, # of missed classes, hours spent per week on course, seeking professors assistance, % of time fully prepared for class, participation in discussion, % of assignment completed, % of course readings completed, and believed grade)
Variable







p

sr2
Know more than before the course (0= No, 1= Yes)
.105

.029

.009 

Skills have improved (0= No, 1= Yes)

.294

.0001

.045 

Seeking professors assistance 


.145

.004

.017

Being fully prepared for class 


.191

.0001

.027

Actively participate in discussion 


.121

.023

.010 

Believed grade 




.175

.001

.024




